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Statistical Models and Computer Models

Computer or Numerical Models

*Computer model*, used interchangeably with *numerical model*, are referred to as such in the sense that the mathematics involved are mostly scientific equations, and only the input conditions are required to implement a model run that produces a *deterministic* output.

For example, air quality model that simulates the ozone $O_3$ formation given emission input and meteorological conditions.

Statistical Models

In contrast, a *statistical model* is built around the idea of modeling *randomness* with probability functions, and sample data are needed to fit a model to output.
DACE Model and Notations

Computer model is usually complex and impossible to run at every input value, computationally cheap statistical models are developed to emulate the computer outputs for untried inputs. Due to the unknown/uncertainties associated with the outputs at untried inputs, we may assume the computer model outputs as realizations of stochastic processes. This assumption enables the statistical modeling.

<table>
<thead>
<tr>
<th>Common notations used</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{x}$</td>
</tr>
<tr>
<td>$\beta$</td>
</tr>
<tr>
<td>$\mathbf{f}$</td>
</tr>
<tr>
<td>$k$</td>
</tr>
<tr>
<td>$p$</td>
</tr>
<tr>
<td>$Y$ and $y$</td>
</tr>
<tr>
<td>$n$</td>
</tr>
</tbody>
</table>
Stochastic Model Output and Prediction

The sum of mean and covariance component:

\[ Y(\mathbf{x}) = \sum_{j=1}^{k} \beta_j f_j(\mathbf{x}) + Z(\mathbf{x}). \]  

(1)

• Random variable \( Z(\mathbf{x}) \) is assumed to have zero mean and covariance \( \sigma^2 R(\mathbf{x}, \mathbf{x}') \) between “input sites” \( \mathbf{x} \) and \( \mathbf{x}' \).

• In eq. (1), \( Z(\mathbf{x}) \) models the random deviation from the regression function \( \beta^T f(\mathbf{x}) \), where \( \beta = (\beta_1, \ldots, \beta_k)^T \) and \( f(\mathbf{x}) = (f_1(\mathbf{x}), \ldots, f_k(\mathbf{x}))^T \).

At untried “input site” \( \mathbf{x} \), one prediction method is called universal kriging: \( \hat{y}(\mathbf{x}) = \mathbf{c}^T(\mathbf{x}) \mathbf{y}_S \).

Where \( n \) “input sites” \( S = \{\mathbf{x}_1, \ldots, \mathbf{x}_n\} \) we have corresponding output \( \mathbf{y}_S = (y(\mathbf{x}_1), \ldots, y(\mathbf{x}_n))^T \). These are the data.

In essence, this is a weighted average of known outputs.
The best linear unbiased predictor (BLUP) is the $c(x)$ that minimizes
\[
\text{MSE} [\hat{y}(x)] = E [c^T(x)Y_S - Y(x)]^2 \quad (2)
\]
subject to the constraint $E [c^T(x)Y_S] = E [Y(x)]$, i.e.,
\[
c^T(x)F\beta = \beta^T f(x) \quad \text{for all } \beta. \quad F \text{ is the } n \times k \text{ design matrix}
\]
\[
F = \{f(x_1), ..., f(x_n)\}^T.
\]
Furthermore, introducing correlation matrix on input sites
\[
R = \{R(x_i, x_j)\}, \quad 1 \leq \{i, j\} \leq n,
\]
and correlations between $Z$ at an untried $x$ and the $Z$'s at $S$ represented by the vector
\[
r(x) = [R(x_1, x), ..., R(x_n, x)]^T. \quad \text{Equation (2) can be expanded into}
\]
\[
\text{MSE} (\hat{y}(x)) = \sigma^2 [1 + c^T(x)Rc(x) - 2c^T(x)r(x)] \quad (3)
\]
when accounting for the constraint $E[c^T(x)Y_S] = E[Y(x)]$. 

Stochastic Model Output and Prediction Cont.
Since we are minimizing with a constraint, we would add Lagrangian term $\lambda^T(x)[F^Tc(x) - f(x)]$ to equation (3) and obtain the BLUP criteria

$$\begin{pmatrix} 0 & F^T \\ F & R \end{pmatrix} \begin{pmatrix} \lambda(x) \\ c(x) \end{pmatrix} = \begin{pmatrix} f(x) \\ r(x) \end{pmatrix}.$$ 

Solving for $c(x)$ results in the predictor

$$\hat{y}(x) = f^T(x)\hat{\beta} + r^T(x)R^{-1}(y_S - F\hat{\beta}),$$

(4)

with $\hat{\beta}$ being the generalized least-square estimate. One might notice that this expression is akin to the conditional mean of $y(x)$ given $y_S$ under a multivariate Gaussian distribution.

- This is one path that arrives to predictive eq.(4), geo-statisticians uses similar predictive equations.
- This is an interpolation method, where a strong emphasis is placed on the correlation structure.
Correlation Function

There are several means of estimating parameters, typical method is to maximize the profile-likelihood:

1. Assume Gaussian Process on $Y_S$ and derive likelihood function.

2. Substitute in MLE expressions for mean and variance to find the profile-likelihood with only correlation parameters in $R(\cdot, \cdot)$ as unknown.

We are left to decide the form of correlation function $R(x, x')$. One specification is called power-exponential correlation function, which has expression

$$R(x, x') = \exp\left(- \sum_{j=1}^{p} \theta_j |x_j - x'_j|^{\nu_j}\right), \quad \theta_j > 0 \text{ and } 1 \leq \nu_j \leq 2, \quad (5)$$

where $\theta_j$ measures the correlation strength or “activity” of $x_j$ and $\nu_j$ is the smoothness parameter.
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Direct Application into Ozone Modeling I

Using the methodology of Sacks et al (1989), Gao et al (1996) showed that the Gaussian process model can be applied to model observational ozone concentrations. They modelled daily data from Chicago for the period 1981 to 1991.

Daily maximum ozone concentration $y$ is treated as a realization of a stochastic process

$$Y(yr, \text{met}, d) = \beta_{yr} + Z(\text{met}, d) + \varepsilon_{yr,d}$$

(6)

where $d = 1, \ldots, n$ is the day, $yr = 1981, \ldots, 1991$ is the year and $\text{met}$ is a vector of meteorological conditions for day $d$.

- Instead of representing numerical model output, $Y()$ here is the observed daily ozone maximum. In addition, the modeling is based on correlation across time rather than location.
- The parameter $\beta_{yr}$ is the additive annual effect, $Z(\text{met}, d)$ is a zero-mean GP indexed by day and its covariates $\text{met}$, and $\varepsilon_{yr,d}$ follows iid $N(0, \sigma_{\varepsilon}^2)$.
Predictive equation adjusted from eq.(4) has expression

\[
\hat{y}(yr, x) = \hat{\beta}_{yr} + v^T(x)C^{-1}(y - F\hat{\beta}).
\] (7)

\[x = \{\text{met}, d\}, \ \hat{\beta} = (\hat{\beta}_{1981}, \ldots, \hat{\beta}_{1991})^T \text{ is GLM estimate},\]

\[C = (\sigma_Z^2/\sigma^2)R + (\sigma_\epsilon^2/\sigma^2)I, \ \sigma^2 = \sigma_Z^2 + \sigma_\epsilon^2 \text{ and } v(x) = (\sigma_Z^2/\sigma^2)r(x). \text{ Design matrix is} \]

\[
F = \begin{pmatrix}
\vec{1}_{n1981} & \vec{0} & \ldots & \vec{0} \\
\vec{0} & \vec{1}_{n1982} & \ldots & \vec{0} \\
\vdots & \vdots & \ddots & \vdots \\
\vec{0} & \vec{0} & \ldots & \vec{1}_{n1991}
\end{pmatrix}.
\]

It can be shown that when \(x\) is a column of data matrix, the prediction is the observation \(y(x)\) itself with zero prediction variance. One way of assessing the model performance is through cross-validation.
Direct Application into Ozone Modeling III

From Gao et al (1996):
Bloomfield et al (1996) implemented traditional statistical approach of building regression models. Compared to the “automatic” procedure shown, the much more complex and time-consuming methods were worse off.
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