
Hypothesized derivation for “word”
along with top rules

/ve!bu/ (pt)/be!bo/ (es)

/ve!bo/ (ib)
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• /v/ to /b/ fortition

• /s/ to /z/ voicing in Italian
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Tom Griffiths Dan KleinLanguage evolution

Gloss Latin Italian Spanish Portuguese

Word/verb verbum verbo verbo verbu
Fruit fructus frutta fruta fruta
Laugh ridere ridere reir rir
Center centrum centro centro centro
August augustus agosto agosto agosto
Swim natare nuotare nadar nadar

...

• Phonological rules more regular than
morphological or syntactic ones

• basis of the comparative method

• Phonological rules more regular than morphological or 
   syntactic ones 

• Basis of the comparative method:

• la : Classical Latin

• vl : ``Vulgar Latin''

• ib : ``Proto-ibero Romance''

/kentrum/ (la)

/!entro/ (vl)

/semt"u/ (pt)/sent"o/ (es)

/sent"o/ (ib) /!#ntro/ (it)

u  ! o / some ctx

m !    / some ctx
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vl! ib

ib! es

la! vl

vl! it

ib! pt

• In practice, the ancient words and/or the evolutionary 
   tree are unknown 

• Methodology: manually inspecting the data

Our work:

• A probabilistic model that captures phonological aspects of
language change.

• Many usages:
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/kinto/ ?

/kwinto/

Reconstruction of word forms (ancient and modern)
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Inference of phonological rules

• Our work:  A probabilistic model that captures phonological aspects of language change

• Many uses:
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Selection of phylogenies
Reconstruction of word forms

(ancient and modern)
Inference of phonological

rules
Selection of phylogenies

• An inference procedure and experiments
   on all three applications

• A loglinear parametrization of the
   edit model

/werbum/

/ve!bu/

/be!bo//v!rbo/

...

...

......

la

vl

it es

f o k u s

f kw oɔ

# #
/fokus/

/fwɔko/

...

...

... ...

• Model: assume for now that the tree topology is known

• Track mutations on individual words

• A stochastic edit model

• Types  of operations:
Stochastic edit model: operations

f o k u s

f kw oɔ

# #

• Substitution

Stochastic edit model: operations

f o k u s

f kw oɔ

# #

• Substitution (incl. self-substitution)

• Insertion

Stochastic edit model: operations

f o k u s

f kw oɔ

# #

• Substitution (incl. self-substitution)

• Insertion

• Deletion

• Context:

Distribution over operation 
conditioned on features
of the adjacent phonemes 
(locally normalized)

Stochastic edit model: context

f o k u s

f ?w oɔ

# #

• Distribution over operations conditioned on adjacent phonemes

• Example:
Stochastic edit model: generation process

f o k u s# #

?

Stochastic edit model: generation process

f o k u s# #

f w

• P(f → f w / # V) = 0.05

Stochastic edit model: generation process

f o k u s

f w ?

# #

• P(f → f w / # V) = 0.05

Stochastic edit model: generation process

f o k u s

f w ɔ

# #

• P(f → f w / # V) = 0.05

• P(o → O / C V) = 0.1

...

• Edit parameters: one set of parameters θA→B for each edge A→B in the tree

• Shared across all word forms evolving along this edge

• Sparsity problems

• No single grouping of contexts is satisfactory

• Prior:

• A log-linear model

• Standard L2 regularization

• Features: • Type of operation

• Various context granularities

• Inference: stochastic EM (exact E step is intractable)

• We an approximate E step based  
   on Gibbs sampling

Inference: EM

• Exact E step is intractable

– We use a stochastic E step based on Gibbs sampling

• E: fix the edit parameters, resample the derivations

• M: update the edit parameters from expected edit counts

• Experiments

Reconstruction of ancient word forms

• Task: reconstruction of Latin given all of the Spanish and Italian
words, and some of the Latin words

• Example: “teeth”, nearly correctly reconstructed

/dEntis/

/djEntes/ /dEnti/

i → E
E→ j E

s→

• Numbers:

Language Baseline Model Improvement

Latin 2.84 2.34 9%

Model Baseline Model Improvement
Dirichlet 3.59 3.33 7%
Log-linear (0) 3.59 3.21 11%
Log-linear (0,1) 3.59 3.14 12%
Log-linear (0,1,2) 3.59 3.10 14%

Table 1: Results of the edit distance experiment. The language column corresponds to the language held out for
evaluation. We show the mean edit distance across the evaluation examples. Improvement rate is computed by
comparing the score of the algorithm against the baseline described in Section 6.1. The numbers in parentheses
for the log-linear model indicate which levels of granularity were used to construct the features (see Section 4)

/dEntis/

/djEntes/ /dEnti/

i → E
E→ j E

s→

Figure 3: An example of a Latin reconstruction given the Spanish and Italian word forms.

We ran EM for 10 iterations for each model, and evaluated performance via a Viterbi derivation pro-
duced using these parameters. Our baseline for comparison was picking randomly, for each heldout
node in the tree, an observed neighboring word (i.e. copy one of the modern forms). Both mod-
els outperformed this baseline (see Figure 3), and the log-linear model outperformed the Dirichlet
model, confirming that the featurized system better captures the phonological changes. Moreover,
adding more features further improved the performance, indicating that being able to express rules
at multiple levels of granularity allows the model to capture the underlying phonological changes
more accurately.

To give a qualitative feel for the operation of the system (good and bad), consider the example
in Figure 3, taken from the Dirichlet-parametrized experiment. The Latin dentis /dEntis/ (teeth) is
nearly correctly reconstructed as /dEntes/, reconciling the appearance of the /j/ in the Spanish and
the disappearance of the final /s/ in the Italian. Note that the /is/ vs. /es/ ending is difficult to predict
in this context (indeed, it was one of the early distinctions to be eroded in vulgar Latin).

6.2 Inference of phonological changes

Another use of this model is to automatically recover the phonological drift processes between
known or partially known languages. To facilitate evaluation, we continued in the well-studied Ro-
mance evolutionary tree. Again, the root is Latin, but we now add an additional modern language,
Portuguese, and two additional hidden nodes. One of the nodes characterizes the least common an-
cestor of modern Spanish and Portuguese; the other, the least common ancestor of all three modern
languages. In Figure 2, Topology 2, these two nodes are labelled vl (Vulgar Latin) and ib (Proto-
Ibero Romance) respectively. Since we are omitting many other branches, these names should not
be understood as referring to actual historical proto-languages, but, at best, to collapsed points rep-
resenting several centuries of evolution. Nonetheless, the major reconstructed rules still correspond
to well known phenomena and the learned model generally places them on reasonable branches.

Figure 4 shows the top four general rules for each of the evolutionary branches in this experiment,
run with the log-linear parametrization, ranked by the number of times they were used in the deriva-
tions during the last iteration of EM. The la, es, pt, and it forms are fully observed while the
vl and ib forms are automatically reconstructed. Figure 4 also shows a specific example of the
evolution of the Latin VERBUM (word), along with the specific edits employed by the model.

Interestingly, for this particular example both the Dirichlet and the log-linear models produced the
same reconstruction in the internal nodes. However, the log-linear parametrization makes inspec-
tion of sound laws easier. Indeed, with the Dirichlet model, since the natural classes are of fixed
granularity, some rules must be redundantly discovered, which tends to flood the top of the rule lists
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Task 1: reconstruction of 
Latin given all of the 
Spanish and Italian 
words, and some of the 
Latin words

Task 2: inference of phonological rules

la

vl

itib

es pt

• Comparison with Appendix Probi:

/werbum/ (la)

/verbo/ (vl)

m → 
u → o
w → v

... ...

r → ɾ e → ɛ

m →    / _ #
u  → o / _
w → v / many environments
...

Hypothesized derivation for “word”
along with top rules

/werbum/ (la)

/verbo/ (vl)

m ! 
u ! o
w ! v

... ...

r ! ! e ! "

m !    / _ #
u  ! o / _
w ! v / many environments
...

• Comparison with historical evidence: the Appendix Probi

coluber non colober
passim non passi

/werbum/

/ve!bu/

/be!bo//v!rbo/

/kentrum/

/"entro/

/sent!o//"entro/

...

...

......

Edit parameters

/ve!bu/
/"entro/

...

!
la!vl

• θA→B specifies P(operation|context)

context operation P(operation|context)
u m # deletion 0.1
u m # substitution to /m/ 0.8
u m # substitution to /b/ 0.1
a c b deletion 0.8
a c b insertion of c 0.1
... ... ...

...!vl!pt

!la!vl

P

!vl!es

...

...

...

...

Extra slide: loglinear prior

context operation IS-INSERT IS-SUB m → / # IS-SELF-SUB v → / intervocalic . . . P(. . . )
u m # deletion 0*-1.5 0*-.5 1*1.5 0*1.2 0*1.3 . . . 0.8
u m # substitution to /m/ 0*-1.5 1*-.5 0*1.5 1*1.2 0*1.3 . . . 0.1
u m # substitution to /b/ 0*-1.5 1*-.5 0*1.5 0*1.2 0*1.3 . . . 0.02
... ... ... ... ... ... ... . . . ...
i m # deletion 0*-1.5 1*-.5 1*1.5 0*1.2 0*1.3 . . . 0.02
... ... ... ... ... ... ... . . . ...
... ... ... ... ... ... ... . . . ...
a v i substitution to /b/ 0*-1.5 1*-.5 0*1.5 0*1.2 1*1.3 . . . 0.9
... ... ... ... ... ... ... . . . ...

...

W
/
veɾbu//ʧentro/

...

... Task 3: Selection of phylogenies

• /v/ to /b/fortition

• /s/ to /z/voicing in ItalianInference of topology

la

ptes it

?

What we did

• Present good vs. bad topologies and compute the likelihood ratio

la

it

es pt

la

pt

es it

la

es

it pt

• this can be turned into a full topology inference algorithm using
the quartet method [Erdos et al., 1996]

/werbum/
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/"entro/

/sent!o//"entro/
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Conclusion and future work: 

• A probabilistic approach to diachronic phonology

•  Log-linear prior yields better reconstructions; interesting
    connection with stochastic optimality theory

•  Enables reconstruction of ancient and modern word forms, 
    phonological rules and tree topologies


