
STAT 460/560- Assignments
Week V:

1. Assume the linear regression model as in lecture notes. The hat matrix

is defined to be

Hn = Zn(ZτnZn)−1Zτn,

and the residual of the fit is ε̂n = (In −Hn)yn.

(a) Prove that

yτn(In −Hn)yn = ε̂τnε̂n.

(b) The fitted value of yn is defined to be ŷn = Znβ̂n. Prove that

Hnŷn = yn, Hnε̂n = 0.

(c) Denote by hij the (i, j)-th entry in the hat matrix Hn, prove that

hii =
n∑
j=1

h2ij,

for all i = 1, 2, ..., n.

2. Recall that the least squares estimate of β is given by

β̂n = (ZτnZn)−1Zτnyn,

when ZτnZn is of full rank.

Directly verify that this β̂n solves the least squares problem as the

solutions to
∂ Mn(β)

∂ β
= 0,

where

Mn(β) = (yn − Znβ)τ (yn − Znβ).
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3. Let β̂n be the least squares estimator and β̃n be the least absolute devi-

ation estimator under the linear regression model with p = 0. Namely,

there are no covariates but a constant term in the regression.

(a) If the error distribution is double exponential, what is the asymp-

totic efficiency of β̂n compared to β̃n?

(b) If the error distribution is normal, what is the asymptotic efficiency

of β̂n compared to β̃n?

Remark: Search internet to find the limiting distributions of the β̃n.

You are not asked to derive it.

4. Suppose the error distribution in the linear regression model is normal.

(a) Show that ŷn and ε̂n are independent.

(b) Derive the distribution of ε̂τnε̂n/σ
2.

2


