Clinical trials in acute myocardial infarction: Should we adjust for baseline characteristics?
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Background Clinical trials concerning acute myocardial infarction often evaluate short-term death. Several baseline characteristics are predictors of death, most notably age. Adjustment for one or more predictors in a multivariable analysis may be considered to correct the estimate of the treatment effect for any imbalance that by chance may have occurred between the randomized groups. Moreover, adjustment results in a stratified estimate of the effect of treatment.

Methods and Results The effects of adjustment (correction for imbalance and stratification) were studied with logistic regression analysis in the Global Use of Strategies to Open Occluded Coronary Arteries (GUSTO)-I trial. The primary end point was 30-day death, which occurred in 6.3% of 10,348 patients randomly assigned to tissue plasminogen activator and 7.3% of 20,162 patients randomly assigned to streptokinase thrombolytic therapy. This is equivalent to an unadjusted odds ratio of 0.853. No significant imbalance had occurred for any of 17 baseline characteristics considered, including well-known demographic, presenting, and history characteristics. Adjusted for age, the odds ratio was 0.829, which is an 18% increase in estimated effect on the logistic scale. When adjusted for 17 characteristics, the odds ratio was 0.820, an increase of 25%. The increase in effect estimate was largely explained by the stratification effect and only partly by imbalance of predictors.

Conclusions Adjustment for predictive baseline characteristics, even when largely balanced, may lead to clearly different estimates of the treatment effect on mortality rates. Adjustment for important predictors such as age is recommended in clinical trials studying patients with acute myocardial infarction. (Am Heart J 2000;139:745-51.)

See related Editorial on page 761.

Randomized clinical trials provide the most reliable evidence of effectiveness of treatments in acute myocardial infarction (MI). Trials have established the beneficial effects and relative safety of several thrombolytic agents (streptokinase,2,3 tissue plasminogen activator [TPA]4) and adjunctive medical therapy5 (β-adrenergic antagonists,6 angiotensin-converting enzyme inhibitors,7-9 and other adjunctive therapies have been shown to be of no more than limited value (addition of heparin to aspirin, nitrates, calcium-channel blockers, some antiarrhythmic drugs, magnesium).5,8,9

Short-term death (within 28 to 42 days from randomization) is the main end point in most larger trials.2,4-8,12 Sometimes a composite measure is used, for example, consisting of the combination of death and severe left ventricular dysfunction,7,10 or death and reinfarction7,14 The main value of randomization is that treatment groups are on average comparable in terms of known and unknown patient characteristics. Selection on indication is excluded, a feature that cannot be guaranteed in nonrandomized comparative studies. However, baseline differences in prognosis between treatment groups may well occur, even in relatively large trials. Such differences between treatment groups are from pure chance when treatment allocation was truly random. In 5% of the cases, baseline characteristics will show "significant" imbalance between randomized groups (P < .05). P values of statistical tests of imbalance cannot be interpreted as indicating whether randomization worked15-17 and only serve a descriptive purpose. Furthermore, absence of significant differences does not guarantee comparability of prognosis because the impact of imbalance also depends on the prognostic strength of the characteristics considered; a small difference in a very powerful predictor can make treatment groups clearly different in prognosis. Hence the similarity between randomized groups should be judged by an appraisal of the prognostic strength of the baseline characteristics and the magnitude of any imbalance.18
An estimate of the effectiveness of treatment can statistically be adjusted for prognostic baseline characteristics with multivariable regression techniques. When predictors are fully balanced between treatment groups, one might expect that unadjusted and adjusted analyses would give identical results. Somewhat counterintuitively, this is not the case when an odds ratio is calculated for a dichotomous outcome such as death.\textsuperscript{19,20} As an illustration, we consider a hypothetical randomized clinical trial with 180 patients, 90 allocated to treatment A and 90 to treatment B (Table I). The sex distribution is exactly balanced (50% men in treatment group A and 50% men in B), but sex is a strong predictor (mortality rate in men 16%, in women 84%). The inclusion of men and women in the trial implies that the patient population is heterogeneous. The mortality rate odds ratio (OR) is 0.50 in the strata formed by sex, meaning that treatment exactly halves the odds of death both in men and women. Correspondingly, the OR is estimated as 0.50 when the trial is analyzed with adjustment for sex ($P = 0.02$). In contrast, the OR is estimated as 0.70 ($P = 0.09$) in an unadjusted analysis that considers the total table and ignores the heterogeneity according to sex. This example illustrates that an unadjusted OR may substantially differ from the adjusted OR, leading to an inappropriate judgment on the effectiveness of a therapy.

Multivariable adjustment is infrequent in the analysis of treatment effectiveness in randomized clinical trials. Trials in acute MI, published since 1985 and including $>$10,000 patients, were mostly reported with the unadjusted treatment effect as the main result.\textsuperscript{24-26,10,12-14} The only exception is the Global Use of Strategies to Open Occluded Coronary Arteries (GUSTO) trial, in which 30-day death was analyzed with adjustment for age.\textsuperscript{21} Within 6 hours after the onset of symptoms with ST-segment elevation or bundle-branch block, $>$30,510 patients were seen in 14 countries.\textsuperscript{4} Death within 30 days after random assignment was the primary end point. We compared 30-day death between 10,348 patients randomly assigned to TPA and 20,162 patients randomly assigned to streptokinase in combination with subcutaneous or intravenous heparin. The average mortality rate was 7.0% (2128 of 30,510 patients). Seventeen baseline characteristics were considered for their relation with 30-day death on the basis of previous analyses.\textsuperscript{21-26}

The GUSTO-IIb trial enrolled 12,142 patients with acute coronary syndromes.\textsuperscript{14} ST-segment elevation was present on the baseline electrocardiogram in 4131 patients and absent in 8011. The effectiveness of intravenous heparin or hirudin was assessed with regard to the composite end point of death or nonfatal MI or reinfarction at 30 days.

The GUSTO-III trial enrolled 15,059 patients who were seen within 6 hours after the onset of symptoms with ST-segment elevation or bundle-branch block.\textsuperscript{11} Thirty-day death was compared between 10,138 patients randomly assigned to double-bolus reteplase and 4921 randomly assigned to accelerated alteplase.

Logistic regression was used to compare the treatment effects on the primary end point in each trial. Detailed analyses were performed for the GUSTO-I trial. The relative prognostic strength of 17 baseline characteristics was evaluated by their univariable $\chi^2$ model, which was calculated as the difference in $-2 \log$-likelihood between a univariable logistic regression model with and without the characteristic. We further calculated an $R^2$ measure on the log-likelihood scale, which approximately indicated the percentage of variance explained.\textsuperscript{27} For illustrative purposes, differences between randomized groups were tested with the use of the nonparametric Mann-Whitney tests for continuous variables and Pearson $\chi^2$ tests for categoric variables.

We considered 3 logistic regression models in GUSTO-I. The first model included treatment as the single covariable: 
\[
\text{log odds} = \log(\text{death}) = \alpha + \beta \cdot \text{treatment},
\]
where $\alpha$ indicates the intercept and $\beta$ the regression coefficient for treatment, which was coded as 0 for streptokinase and 1 for TPA. A second model adjusted the treatment effect for age (in years): 
\[
\text{log odds} = \log(\text{death}) = \alpha + \beta_1 \cdot \text{treatment} + \beta_2 \cdot \text{age},
\]
and a third model adjusted for all 17 predictors considered in this study (including age): 
\[
\text{log odds} = \log(\text{death}) = \alpha + \beta_1 \cdot \text{treatment} + \beta_2 \cdot \text{age} + \beta_3 \cdot \text{predictor 2} + \ldots + \beta_{17} \cdot \text{predictor 17}.
\]

The first model represented an unadjusted analysis; the second and third models represented analyses adjusted for baseline characteristics.
Table II. Baseline characteristics of 30,510 patients with acute MI randomly assigned to TPA or streptokinase in the GUSTO-I trial

<table>
<thead>
<tr>
<th>Baseline characteristics</th>
<th>TPA (n = 10,346)</th>
<th>Streptokinase (n = 20,162)</th>
<th>Imbalance P value</th>
<th>$\chi^2$</th>
<th>R$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (y)</td>
<td>61.03 (52.70)</td>
<td>60.86 (52.70)</td>
<td>.29</td>
<td>1492*</td>
<td>12.0%</td>
</tr>
<tr>
<td>Female sex</td>
<td>25.3</td>
<td>25.3</td>
<td>.86</td>
<td>248</td>
<td>2.0%</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>79.6 (70.89)</td>
<td>79.4 (69.88)</td>
<td>.20</td>
<td>315*</td>
<td>2.6%</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>171.1 (165;178)</td>
<td>171.0 (165;178)</td>
<td>.51</td>
<td>355*</td>
<td>2.9%</td>
</tr>
<tr>
<td>Risk factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>38.2</td>
<td>38.1</td>
<td>.81</td>
<td>82</td>
<td>0.7%</td>
</tr>
<tr>
<td>Diabetes</td>
<td>14.5</td>
<td>15.1</td>
<td>.20</td>
<td>115</td>
<td>0.9%</td>
</tr>
<tr>
<td>Smoking</td>
<td></td>
<td></td>
<td></td>
<td>.92</td>
<td>370*</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>34.6</td>
<td>34.3</td>
<td>.59</td>
<td>54</td>
<td>0.4%</td>
</tr>
<tr>
<td>Other history</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family history of MI</td>
<td>42.0</td>
<td>42.8</td>
<td>.18</td>
<td>104</td>
<td>0.9%</td>
</tr>
<tr>
<td>Previous MI</td>
<td>16.9</td>
<td>16.5</td>
<td>.44</td>
<td>189</td>
<td>1.6%</td>
</tr>
<tr>
<td>Previous angina</td>
<td>37.7</td>
<td>36.9</td>
<td>.15</td>
<td>61</td>
<td>0.5%</td>
</tr>
<tr>
<td>Previous revascularization</td>
<td>8.1</td>
<td>7.6</td>
<td>.12</td>
<td>7</td>
<td>0.1%</td>
</tr>
<tr>
<td>Presenting characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hypotension (blood pressure &lt; 100 mm Hg)</td>
<td>8.0</td>
<td>8.3</td>
<td>.33</td>
<td>388</td>
<td>3.2%</td>
</tr>
<tr>
<td>Tachycardia (pulse &gt;80 beats/min)</td>
<td>32.5</td>
<td>32.7</td>
<td>.76</td>
<td>219</td>
<td>1.8%</td>
</tr>
<tr>
<td>Anterior infarct location</td>
<td>38.9</td>
<td>38.9</td>
<td>.95</td>
<td>253</td>
<td>2.1%</td>
</tr>
<tr>
<td>Killip class</td>
<td></td>
<td></td>
<td></td>
<td>.44</td>
<td>1014*</td>
</tr>
<tr>
<td>I</td>
<td>85.0</td>
<td>85.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>12.8</td>
<td>12.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>1.4</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>0.8</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST elevation on electrocardiography (&gt;4 leads)</td>
<td>37.3</td>
<td>37.8</td>
<td>.41</td>
<td>202</td>
<td>1.7%</td>
</tr>
</tbody>
</table>

Values in the TPA and streptokinase columns: median (25th, 75th percentiles) or the percentage of patients with the characteristic.

Imbalance $P$ values, Mann-Whitney test (continuous variables) or Pearson $\chi^2$ test (discrete variables); $\chi^2$ is univariable $\chi^2$ indicating prognostic strength; $R^2$, Nagelkerke $R^2$ index, indicating percent variance explained.

* Treated as linear terms in logistic regression analysis.

The difference between the unadjusted and the adjusted regression coefficient for the treatment variable was attributed to imbalance and stratification. We note that synonyms may be used for adjustment (eg, "controlling"), for imbalance (eg, "confounding"), and for stratification (eg, "conditioning"). Although "stratification" usually refers to conditioning on categoric subgroups (eg, on sex, Table I), we also use this term when continuous variables are involved, for example, age. We approximated the difference in treatment effect that was attributable to imbalance by multiplying the difference in mean value of the baseline characteristic(s) with the regression coefficient(s) in the adjusted analysis. For example, the TPA group was 0.17 years older than the streptokinase group, and the regression coefficient for age in the adjusted analysis was 0.082. Imbalance hence was considered responsible for a difference of $0.17 \cdot 0.082 = 0.014$ in the logistic regression coefficient that represented the adjusted treatment effect. The remaining part of the difference between unadjusted and adjusted treatment effect was attributed to stratified estimation.

The statistical power of the adjusted analyses was compared with that of the unadjusted analysis. We hereto calculated the Wald statistic (coefficient divided by its standard error) for the unadjusted and adjusted treatment effect for a fully balanced distribution of baseline characteristics. The coefficient of the adjusted treatment effect was corrected for the observed imbalance in the GUSTO-I trial in an attempt to include only the stratification effect. Because the standard error is inversely related to $n$, the sample sizes could be calculated that would give identical Wald statistics and hence identical power for the adjusted and unadjusted analyses.

In the GUSTO-Ib and GUSTO-III trials, we evaluated two logistic regression models: one unadjusted and one age-adjusted model. Age was included as a simple linear term in the latter model to illustrate the effect of adjustment for a single, relatively strong baseline characteristic.

Results

The distribution of 17 baseline characteristics is shown in Table II for the patients randomly assigned to TPA or streptokinase in the GUSTO-I trial. No statistically significant imbalance had occurred for any of these characteristics. The strongest prognostic factor was age ($R^2 = 12\%$), followed by Killip class and hypotension.

In the TPA group, 30-day mortality rate was 6.3% (653 of 10,348 patients), in contrast to 7.3% (1475 of 20,162 patients) in the patients randomly assigned to streptokinase. This corresponded to an OR of 0.853 as the estimate for the unadjusted treatment effect or a
The adjusted logistic regression coefficient of -0.159 (Table III). The standard error of this coefficient was 0.049. For comparison with Table II, we note that the chi-square value of the treatment effect was 10.8 ($P = .001$) and the $R^2$ value was 0.1%. The prognostic strength of treatment hence was small compared with patient characteristics such as age (chi-square = 1492).

The OR of the treatment effect was 0.829 when adjusted for age and 0.820 when adjusted for 17 baseline characteristics (Table II). The adjusted logistic regression coefficients were -0.188 and -0.198, respectively, with corresponding standard errors of 0.050 and 0.053. The treatment effect hence increased by 18% or 25% on the logistic scale, respectively. Part of this difference could be attributed to imbalance. For example, patients in the TPA group were slightly older, and age was a very strong predictor of short-term death. The slight difference in age accounted for a difference of approximately 9% between unadjusted and age-adjusted treatment effect. The TPA group also had a slightly less favorable prognosis when all 17 characteristics were considered. This imbalance accounted for a difference of approximately 4% in the treatment effect. Considerable differences in treatment effect (9% and 21%) were attributable to stratification on predictors.

Adjustment increased the standard errors by 3% and 8%, respectively. This increase was less than the increase in treatment effect caused by stratification. This observation illustrates that the power of a study increases by adjustment for predictive baseline characteristics. The power of the unadjusted analysis with 30,510 patients could be achieved with 26,000 or 24,850 patients when adjusting for age or 17 characteristics, respectively.

In GUSTO-I trial, both imbalance and stratification led to more extreme estimates of the treatment effect. This was not the case in the GUSTO-IIb trial. The unadjusted treatment effect for hirudin was an OR of 0.89 (logistic regression coefficient -0.120). However, this effect was explained partly by a slightly younger average age in the hirudin group compared with the heparin group (63.71 vs 63.86 years, $P > .20$). The age-adjusted coefficient was -0.118, which represents a decrease in effect of -1.6%. This effect is explained by the combination of a -5.0% reduction because of imbalance in age and a +3.4% increase because of stratification. The stratification effect was smaller than that observed in GUSTO-I, which is related to the smaller prognostic effect of age (OR 1.5 per 10 years compared with 2.3 in GUSTO-I).

In GUSTO-III, a slightly higher 30-day mortality rate was observed in the reteplase group compared with the alteplase group (7.47% vs 7.24%). The unadjusted OR was 1.03, or a logistic regression coefficient of 0.033. The age-adjusted coefficient was 0.042. The difference between these effect estimates could fully be explained by the slightly younger age in the reteplase group (62.16 vs 62.30 years, $P > .20$).

**Discussion**

In this era of evidence-based medicine, randomized clinical trials are essential instruments to quantify benefits and risks of treatment. The results reported in this study illustrate that adjustment for baseline characteristics has 2 effects on the estimation of the OR in a clinical trial. First, it is well known that adjustment may correct for imbalance that occurred between the randomized groups. This imbalance is from pure chance if a proper randomization procedure has been used, but correction for imbalance may facilitate the interpretation of the trial result. Stratification accounted for a difference of up 9% in the adjusted estimate of the treatment effect (TPA vs streptokinase in GUSTO-I). Larger imbalances may well occur, especially in smaller trials. Second, adjustment leads to an estimate of the treatment effect that is stratified on baseline characteristics. From the biostatistical literature it is known that a stratified odds ratio is more extreme than the unadjusted odds ratio in a heterogeneous population. Stratification accounted for a difference up to 21% between unadjusted and adjusted treatment effect in the GUSTO-I trial, when 17 predictors were considered. This difference is specific to nonlinear statistical analyses of dichotomous end points such as short- or long-term death, in which logistic or Cox regression may be applied; it does not occur with linear regression analysis of continuous end points.
Adjusted and unadjusted analyses of mortality rates result in identical estimates of the treatment effect in homogeneous populations, in which no predictor effects are known. This theoretical expectation was confirmed by the relatively small stratification effect in GUSTO-IIB, in which the relation between age and the composite end point of death or nonfatal MI or reinfarction was less strong than between age and 30-day death in GUSTO I or GUSTO III. In GUSTO III, no stratification effect could be identified because the treatment effect was virtually absent (OR near 1).

It is well known that patients with acute MI constitute a heterogeneous population with respect to 30-day risk of death. For example, mortality rate may be <2% in those <50 years of age and exceed 25% in those >80 years of age. An unadjusted estimate of the treatment effect may be interpreted as relating to “a patient” with an acute MI. Adjustment for age results in an estimate for “a patient of a certain age.” Adjusting for all known predictive baseline characteristics results in an estimate for “a patient with a certain risk profile.” Adjustment thus results in more individualized estimates of the treatment effect (more “subject-specific”), in contrast to the unadjusted estimate (“population-averaged”). However, we must realize that we will never be able to truly adjust for all relevant predictors because many predictors are yet unknown or unmeasurable. Adjust-ment for known predictors leads to the closest empiric estimates of individual treatment benefit.

It has been argued that the net benefit of treatment for the individual cardiologic patient depends on the effect of treatment combined with his or her absolute risk. The latter can be obtained from multivariable risk equations, which must be well calibrated. The treatment effect can be derived from a randomized clinical trial, in which adjusted analyses provide more individualized estimates than unadjusted estimates. An important assumption in this approach is that the relative risk reduction is constant for all patients, that is, independent from their absolute risk. Treatment effects in specific subgroups might be assessed to check this assumption, although multiple testing makes such analyses often exploratory in nature. We note that unadjusted analyses make an even stronger assumption by implying that the trial enrolled a homogeneous patient population in which a single treatment effect is applicable to all patients.

In practice, it may be difficult to select an appropriate set of baseline characteristics for adjustment. Literature review and clinical knowledge may indicate important predictors. In the case of short-term death after acute MI, a large number of studies have analyzed risk factors. Important predictors include especially age, followed by presenting characteristics, such as Killip class, systolic blood pressure, heart rate and infarct location, and, to a lesser extent, history characteristics such as a previous infarction. Combinations of these predictors provided most of the prognostic information in GUSTO-I. In the GUSTO-III trial, 4 of these characteristics (age, systolic blood pressure, heart rate, and infarct location) were prespecified for adjustment of the effect of reteplase versus alteplase. The trial protocol specified the adjusted analysis as the primary statistical analysis, and the selection of these characteristics did not depend on statistical testing of the predictive effect nor imbalance of the characteristics. This set of baseline characteristics constitutes a small number of covariables in the regression analysis relative to the number of events (deaths). This limits any problems of statistical overfitting, which might especially occur in small trials with few events.

We illustrated that adjusted analyses have a higher statistical power to detect effects of treatment. In GUSTO-I, the power of the unadjusted analysis could have been achieved with approximately 15% fewer patients. We note that this sample size calculation was a post hoc exercise; an adjusted sample size calculation before the start of the trial might make more sense. Statistically, however, such a calculation is complicated and requires further study. Moreover, the prognostic impact of the baseline characteristics would have to be estimated in addition to making assumptions about the size of the treatment effect and the average incidence of the outcome. Therefore we propose that the required sample size of a trial is based on the unadjusted analysis, as was done for GUSTO-III. The estimated power then will be a conservative estimate of the power of the actual analysis.

Since adjusted analyses have advantages in making individualized treatment recommendations and in statistical power, we may speculate why adjusted analyses are not more common. Many investigators may not be aware of the stratification effect, as illustrated in this study (Table I). Also, multivariable methods are more complex and may be distrusted. One might argue that adjusted analyses consider the trial data in a more derived manner than an unadjusted analysis, whereas the difference in estimated treatment effect is probably small. Especially, trials may cause concern when adjusted analyses show statistically significant results although unadjusted analyses fail to do so.

First, assigning an adjusted analysis as the primary tool for statistical inference from a randomized clinical trial does not preclude the reporting of a cross-table with an unstratified OR as well (the GUSTO-III report). Next, valid procedures should be followed to prevent the evaluation of multiple models until a significant treatment effect is found. One procedure is that the trial protocol prespecifies the adjusted analysis, for example, the baseline characteristics to be included in the model and preferably also their coding. Prespecification of the exact statistical analy-
sis is also recommended in regulatory guidelines. A risk of this procedure is that the adjustment is suboptimal, for example, because important predictors are omitted or because of a poor fit of the model to the data. The latter may be caused by incorrect modeling of nonlinear relation or by omission of interaction terms between predictors. We note that the relation between age and 30-day death was surprisingly linear in GUSTO-I. Another approach toward adjustment was recently proposed that circumvents the limitations of prespecification of the model. The adjustment procedure is described in the protocol, but the exact model is not. To guarantee validity, randomization tests should be applied instead of model-based tests (as used in our analyses). To test the null hypothesis of no treatment effect, a model should be selected that is blinded to the actual treatment assignment, for example, in the pooled treatment arms. For example, the selection could be based on the prognostic strength of the baseline characteristics and/or the magnitude of the imbalance. If the null hypothesis is rejected, the treatment effect can be estimated with a second model in which the actual treatment assignment is taken into account. The effects of new treatments for acute MI are expected to be small in comparison with currently available therapies, and randomized clinical trials will need to include very large numbers of patients to provide sufficient statistical power. Adjustment for well-established predictive baseline characteristics increases the power of these trials, such that beneficial effects of treatments on clinically relevant end points will more clearly be detected. Analyses of trials in acute MI should at least adjust for age, coded as a continuous, linear covariable. The large size of trials in acute MI makes substantial differences in prognosis between treatment groups unlikely. The examples in this study, however, illustrate that the effect of (statistically nonsignificant) imbalance is not negligible. We therefore conclude that trials designed to test the effectiveness of treatments in the reduction or equivalence of mortality rates in acute MI should be analyzed with adjustment for important baseline characteristics regardless the amount of imbalance between treatment groups.
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