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Convex Sets in Rp

a,b ∈ A⇒ αa+ (1− α) b ∈A, for all 0 ≤ α ≤ 1
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Convex Functions

Let A ⊂ Rp be a convex set and f : A→ R

f is convex if for all 0 ≤ α ≤ 1 and all a,b ∈A we have

f (αa+ (1− α) b) ≤ αf (a) + (1− α) f (b)

f is strictly convex if for all 0 < α < 1 and all a 6= b ∈A we have

f (αa+ (1− α) b) < αf (a) + (1− α) f (b)
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Examples of convex functions in R:

f (x) = eax , for all a

f (x) = − log (x) , x > 0

f (x) = |x |α , for α ≥ 1

f (x) = x log (x) , x > 0
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Examples of convex functions in Rp

All affi ne functions: f (x) = a′x+b, (but not strictly convex)

Some quadratic functions: f (x) = xQx+ a′x+b, provided Q is
non-negative definite, Q � 0. Strictly convex if Q is positive definite
Q � 0

All norms f (x) = ‖x‖ . Recall that a norm is a function that
satisfies a) ‖x‖ ≥ 0, b) ‖x‖ = 0 iff x = 0, c) ‖αx‖ = |α| ‖x‖, and
d) ‖x+ y‖ ≤ ‖x‖+ ‖y‖ .
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Differentiable Function on Rp

The function f (x) is differentiable at x if

∇f (x) =


∂f (x) /∂x1
∂f (x) /∂x2

...
∂f (x) /∂xp

 exists.

The function f (x) is differentiable if the gradient ∇f (x) exists at each
interior point of its domain.
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First Order Condition for Convexity

Suppose the function f (x) is differentiable on an open domain A. Then
f (x) is convex if and only if the first order condition below holds

f (y) ≥ f (x) +∇f (x) (y− x) for all x, y ∈A.
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Example

Consider the convex function

f (x) = x2

In this case
∇f (x) = 2x

The first order condition for convexity is:

f (y) ≥ f (x) +∇f (x) (y − x)
y2 ≥ x2 + 2x (y − x)

(y − x)2 ≥ 0
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Global minimization of a differentiable convex function

Suppose

1 f (x) is convex and differentiable
2 x0 belongs to the interior of the domain of f .
x0 is a global minimizer of f (x) if and only if ∇f (x0) = 0.
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Proof: Suffi ciency follows directly from (??) and the fact that
∇f (x0) = 0. The necessity follows because f (x) is differentiable and x0
belongs to the interior of the domain of f .

Remark: if f (x) is strictly convex then the global minimizer x0 is
unique. To see that suppose that there is another global minimizer x1.
Then for all 0 < α < 1,
f (αx0 + (1− α) x1) < αf (x0) + (1− α) f (x1) = f (x0) , contradicting
the fact that x0 is a global minimizer.
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Coordinate-descent algorithm

Let f (x, y) be a real valued function with x ∈Rp and y∈Rq .

Suppose that we have a way for minimizing f (x, y) in y for each fixed x ,
and also for minimizing f (x, y) in x for each fixed y.
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Back-Fitting:

Starting from some initial value x0 (e.g. x0 = 0) we form a decreasing
sequence

{
f
(
xk , yk

)}
as follows:

f
(
x0, y

)
≥ f

(
x0, y0

)
→ f

(
x0, y0

)
,

f
(
x, y0

)
≥ f

(
x1, y0

)
→ f

(
x1, y

)
≥ f

(
x1, y1

)
→ f

(
x1, y1

)
,

f
(
x, y1

)
≥ f

(
x2, y1

)
→ f

(
x2, y

)
≥ f

(
x2, y2

)
→ f

(
x2, y2

)
,

f
(
x, y2

)
≥ f

(
x3, y2

)
→ f

(
x3, y

)
≥ f

(
x3, y3

)
→ f

(
x3, y3

)
, etc.
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By construction

f
(
x, yk

)
≥ f

(
xk+1, yk+1

)
, for all x

and

f
(
xk , y

)
≥ f

(
xk+1, yk+1

)
, for all y

Moreover:

f
(
xk , yk

)
≥ f

(
xk+m , yk+m

)
, m = 1, 2, ...

If f (x, y) is convex and differentiable, f
(
xk , yk

)
converges to a global

minimum, f (x∗, y∗) (next theorem)

Later on, we will show that the differentiability condition can be relaxed to
sub-differentiability.
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Theorem 1. Suppose that f (x, y) is

(i) convex,

(ii) differentiable,

(iii) ∇f (x∗, y∗) = 0 for some (x∗, y∗) ∈ Rp+q .
(iv) If the domain of f is unbounded then

lim
‖(x,y)‖→∞

f (x, y) = ∞

Then,

(a) limk→∞ f
(
xk , yk

)
= f (x∗, y∗) .

If f (x, y) is strictly convex, then

(b) limk→∞
(
xk , yk

)
= (x∗, y∗) .
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